Contract Browse Capacity Planning Model
Load Test run on inwcq2211 2010-2-18 14:14 – 15:15

We used the load test to model growth scenarios to 400 simultaneous users and beyond on the existing 2 CPU VMware node and also a 4 CPU VMware node. Other configurations are possible, just ask.
Adjustments:
1) Since the “think time” was determined to be too low, we adjusted the given 30 seconds to 4 minutes
2) This was not a pristine test, but it was the best that we could do given the time constraints. Indeed our calculations show that only 65.1% of the test workload load was due to the test load, the rest was noise that we adjusted for.
3) The test workload was put in the IIS_w3wp workload on inwcq2211. http://ustwu002.kcc.com/node_reports/inwcq2211/wcpu.html

2 CPU Model
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In the first graph, you see the modeled CPU for all workloads from the model. Note how we had to adjust for issues, so the sample is bigger than the first two scenarios. You can also see how we grew IIS_3wp from the sample 160 to 700 simultaneous users.
The second graph shows user perceived response times for the IIS_w3wp user in the tests, and clearly CPU_WAIT will be the limiting factor. You can see that it is slightly higher in the 400 user loads, 14% higher to be precise. Is that bad? That is for you to judge, based on how you felt about response time in your test. If that was great, then is 14% worse still great?
Please see next page for a 4 CPU model.
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Workload Response Time Detail
Workload IIS_w3wp@inwcq2211 in Contract on 2/18/2010
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