4 CPU model
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Here is a model of a 4 CPU system in the same scenario. Note again the growth of the IIS_3wp workload from 160 to 700 users. Also note how response times barely rise from your sample to 400 users, only 1%. Note also how disk IO_WAIT starts to become a slight factor as you hit 700 users. This means that while CPU_WAIT will rise slightly, IO_WAIT will likely be the binding limit on a 4 CPU system.
Summary
While it probably isn’t strictly necessary to go beyond 2 CPUs, we would recommend starting with a 4 CPU system and watching it. If in time the users stay well below 2 CPUs, you might be able to reduce it. VMware will take back the extra unused anyway, so it isn’t a costly decision either way.
What we learned:
Your team did great for first timers on a modeling test mission! You should be proud of yourselves! Still, we all learned things from this test that we could do better next time. Next time we will:
1) Do not “ramp up” to the desired number of users; go flat out from the start.
2) Try to find an empty node to run the test on.
3) Ideally run on a non-VMware segment to reduce VMware related issues.
4) If possible, run your test in a distinct username from other loads
5) Think hard about “Think time” and try to set it more realistically. Remember, we are not trying to “kill the node”, we want to model happy users getting great service. We can cause all other states in the model once we get a good sample.
6) Run a “test” test the night before to flush out script hiccups and then have a smooth run on test day.
7) If you start and end on an even hour, the graphs will line up nicer!  http://ustwu002.kcc.com/node_reports/inwcq2211/wcpu.html 
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