Agenda CMG Canada Seminar:  April 22nd,23rd 2003 (Toronto)
TIME: 8:30a.m. - 5:00 p.m. 
LOCATION: SAS Canada Inc.

BCE Place

181 Bay Street, Suite 2220

Enter the Bay-Wellington Tower of BCE via the Bay or Wellington Street doors and take an elevator to the 22nd floor.

ATTIRE: Business attire or Business casual (hard-soled shoes, slacks, collared shirt)

If this program is not of interest to you, please pass it on to the appropriate group within your organization  ...  or have them visit 

CMG Canada at www.cmg.org/regions/cacmg/index.html 

Tuesday April 22, 2003

8:30 AM
Continental Breakfast

9:00 AM
President's Welcome - Anthony G. Mungal
9:10 AM
On the performance considerations of Bursty Workloads

 

Tony Mungal - EMC
T

his presentation examines the unique requirements of Bursty workloads.  These workloads are characterized by resource requirements which can vary drastically over time.  A common method of dealing with these workloads has been to employ the "peak:average" analysis techniques.  While this method worked favourably for understanding these workloads within a processor context, some extensions are required to adapt it to today's I/O subsystems.  Modern day I/O subsystems are configurable in a variety of ways to accommodate these workloads; either as a single homogeneous subsystem or as a cocktail of vastly different hetergeneous workloads within the same or fewer subsystems.  Understanding the bandwidth requirements to successfully satisfy these types of workloads is no easy feat since it requires a detailed understanding of, not only the workloads themselves, but also there varied interactions and a multitude of configurability options of the hardware itself.  To further complicate this, an assortment of availability techniques need to be examined in conjunction with the recoverability of said 

workloads.  This presentation will utilize data from some commonly known and well understood workloads to illustrate these concepts.

Anthony Mungal is a Corporate Consulting Systems Engineer with the EMC Corporation in Massachussetts.  He lives and is based out of Boca Raton, Florida.  He has been with EMC since July 1993 in various positions including: Systems Engineer and Senior Product Manager. He is a graduate of the University of Toronto with honours in both Mathematics and Computer Science.  Tony is the President of CMG Canada, which he helped co-found.  He has authored numerous papers on Processor Performance, I/O subsystems, Storage Management and other related topics which he has presented at forums such as Computer Measurement Group (National and Regional meetings), CMG International meetings (Australia, South Africa & the UK), SHARE, GUIDE and an assortment of other local IT related user groups..




10:25 AM
Coffee
10:40 AM
Large Scale Processor Reference (LSPR) and performance concerns



Greg Caliri - BMC

L

arge mainframe processors are traditionally rated in MIPs; however, a different frame of reference for processor speed has existed for many years. Large-scale processor references, or LSPRs, are a series of different processor ratings based on benchmarks derived from various workload types. Individual workloads can be assigned their own ratings in the same study. Performance and capacity studies will show results that vary from those that may use a single MIPs rating as a base factor.

Greg Caliri is a Senior Technical Support Analyst with BMC Software - formerly BGS Systems, Inc., specializing in capacity planning with the MAINVIEW-Predict and MAINVIEW-Predict Datacenter products.   He has 30 years' experience in various areas in the field, and has been a member of CMG since 1986. He has previously spoken at CMG Canada (in 1990) and is frequently found at various CMG social functions. He also was the co-founder of the Greater Boston Region CMG chapter in 1992 and served as its first chair.
11:55 PM
Lunch (on your own)
1:30 PM
Web Server Mettle Test



Tom Russell - IBM 

W

hy run WebSphere Application Server on z/OS when it can be run on so many other hardware platforms? A discussion and demonstration of the resource mangement and availability features provided by the WAS-z/OS stack. Watch actual guages recorded from a z900 16 cpu system running multiple WebSphere AS workloads in a sysplex across 5 LPARs while we put the system through a number of operational performance challenges. The configuration in this environment included WebSphere Edge servers on xSeries (Intel), IBM HTTPD server on Linux on zSeries and WebSphere AS on z/OS.

Tom Russell is a Consulting Systems Engineer in Canada. He has more than 30 years of experience in IBM, supporting MVS, OS/390 and now z/OS. While working on assignment at the ITSO Poughkeepsie he wrote numerous books on Parallel Sysplex implementation and performance, continuous availability, and the OS/390 Workload Manager. His areas of expertise include on-line systems design, continuous availability, hardware and software performance, and Parallel Sysplex implementation. Tom holds a degree in Mechanical Engineering from the University of Waterloo but don’t hold that against him.

2:45 PM 
Coffee

3:00 PM
Annual General Meeting

3:10 PM
What is N1? 



Robert Miller – Sun Microsystems

N1

 is a computer architecture that exploits a strategy of IP networking as a system organizing baseline. N1 fullfills the vision that "The Network is the Computer" by building computers out of the network (instead of just building them to attach to the network.) N1 is designed to create a single pool of resources that can be dynamically provisioned to meet the needs of a whole list of network services. Whenever demand for a service goes up or down, the N1 architecture adjusts to it automatically. In essence, it matches resources to services on the fly. The result: Change-management can be automated, complexity reduced, resources better utilized, and total cost of ownership lowered.

An open architecture, N1 provides a means to virtualize the elements of the network -- the servers, the storage, even the cabling -- so that it can all be managed more easily and cost-effectively. What's more, high availability is no longer an afterthought. It's built in, because redundancy is an intrinsic element of the N1 architecture. In today's computer systems, resources include processors, disks, memory, and network I/O -- and the units of work are processes. In the N1 architecture, the resources are computers, storage systems, and IP networks -- and the units of work are Web services.

N1 provides the "Principles of Operations" that will redefine how systems resources -- processing, persistence, communications – are used and organized. With N1, computers don't just attach to networks, they are built from networks. This shift enables radically higher scale -- 10,000-plus processors, exabytes of storage, terabits of bandwidth, and millions of IP connections. All of which will be imperative as we move forward. N1 represents Sun's long-term vision -- the network architecture for the next 20 years.

Robert Miller is a Technology Architect for Sun Microsystems, focusing on availability and utilization issues in the IT infrastructure. With over 20 years experience in the computer industry, Robert helps 

customers understand the design choices available to build a Service Delivery Platform to achieve specific goals. Robert has been working with UNIX based systems since his initial introduction to Edition VII in 

1982, and has worked with most major UNIX variants.  Prior to joining Sun in 1993, Robert held System Engineering and Research & Development positions  with Digital, Norsk Data, and Perkin-Elmer. Robert has been 

involved in the design of mission critical systems for Financial Services and Telecommunications customers.

4:25 PM
Adjourn

5:00 PM
CMG Members Reception

Wednesday April 23, 2003
8:30 AM
Continental Breakfast

9:00 AM
President's Welcome - Anthony G. Mungal
9:05 AM
End User Response Time Monitoring Importance  

Gery Plourde - Compuware
C

omputer systems provide information to end users. The effectiveness of that information is affected by its timliness.  This presentation describes a methodology to monitor end-to-end response time in two complementary ways:

1. Synthetic transactions, that is, transactions that are replayed at regular intervals

2. Production transactions, those generated as part of normal business by an end user

The analysis of this information and its utility in managing SLAs will also be described. The utility of end-to-end response times in assisting trouble-shooting will also be described. 

Gery Plourde has worked in various Systems Management capacities for 12 years. Gery has extensive experience implementing management and monitoring solutions for complex networks and applications. Working for Compuware for the last 10 years, Gery is based in Detroit, Michigan. He attended Wayne State University in Detroit.

10:20 AM
Coffee

10:35 AM
Workload Characterization and Load Testing of Web-based Systems  Diwakar Krishnamurthy – Carleton University
Enterprises have increasingly started to rely on complex Web-based systems supporting applications such as e-commerce, online banking, and business process management for their critical business needs. Consequently, careful

attention must be paid to the performance of these systems.  This talk will cover two key topics in this context: workload characterization and load testing. First, results from a workload characterization study of a large e-commerce system will be presented.  Based on the study, workload factors that impact the performance and scalability of Web-based systems will be identified.  The talk will then briefly describe SWAT (Session-based Web Application Tester), a load-testing tool that facilitates the generation of synthetic workloads in a controlled manner to support system sizing, capacity planning, and service level management exercises.

Acknowledgements: This represents joint work with Martin Arlitt (HP Labs), Jerome Rolia (HP Labs), and Shikharesh Majumdar (Carleton University).

Diwakar Krishnamurthy is a Phd student at the Department of Systems and Computer Engineering, Carleton University, Ottawa.  His research interests include workload characterization, benchmarking, and analytic performance modeling of computer systems.  He has previously held internships at IBM Toronto Labs and Hewlett-Packard Labs, California and is the recipient of the CMG graduate fellowship for 2003.
11:50 PM
Lunch (on your own)

1:30 PM
Measuring Portal Usage
   
Robert Haddad – Project Performance Corporation 
T

he Presentation focuses on the use of data warehousing technology to analyze and report on portal usage. This kind of analysis is critical in many respects

· Administrators are acutely interested in usage data from the perspective of sizing hardware infrastructure and monitoring bandwidth. 

· Portal champions and other interested executives are interested in obtaining empirical portal usage metrics so as to validate their business case analysis. 

· Business stakeholders are interested in ensuring that their internal and external customers are getting value from their portal experience. 

· Finally, end users can benefit from seeing usage trends. 

Robert Haddad is a vice president with Project Performance Corporation. He has over 15 years of Experience in information management within the private and public sectors. He heads PPC’s New Media Solutions, a nationally recognized practice devoted to the use and deployment of advanced internet technologies, such as corporate, extranet and internet portals, and data mining and visualization tools. His team has deployed portals for over 45 clients within several vertical sectors including government, manufacturing, insurance, legal, banking, retail, and real estate. 

2:45 PM
Coffee

3:00 PM
Bridging the Gap Between IT and Project Management 

Cory Ainger – Ainger & Associates

T

elecom is an IT discipline.  So is Middleware, Application Development, and Capacity Planning.  Is Project Management also an IT discipline? The IT industry has a terrible reputation when it comes to delivering projects successfully. Industry statistics show that approximately 70 percent of all IT projects fail to deliver on at least one of TIME, COST or QUALITY targets. What do the 30% of teams that are successful do differentlyThis presentation will cover the following specific topics:

· What are the criteria for a successful project

· How can IT improve its record of success in delivering projects

· What should the audience do to help make projects successful
Cory Ainger is the Director of the Project Management Office for Ainger & Associates Inc. He has been a Project / Program Manger for over 12 years, managing diverse and complex IT-related projects for clients in the Transportation, Telecommunications and Telephony, Insurance, and Finance. His experience includes IT infrastructure consolidations, Disaster Recovery and Business Continuity Planning and implementations and Call / Help / Contact Centre projects. His project management experience working with IT technical infrastructure and IT staff delivers an experienced insight into why many IT projects should be classified as failures.

4:15 PM
Panel - Current Topics

The panel will discuss questions of interest to the audience. Topics will be collected during the seminar and might include:

· What is the future role of capacity and performance analysts?

· How do you select technology for horizontally scaled systems vs vertically scaled systems? 

· What are the key issues in the optimization of computer systems?

· How do you size new types of systems, eg integration broker? 

· How can IT professionals position themselves for continued employment?

· With more functions being outsourced, how can a company effectively measure the quality of those services?

5:00 PM
Adjourn
Dates to Remember (for CMG and other organizations with reciprocal notification)

CMG Canada

www.cmg.org/regions/cacmg/ index.html
Fall/2003,  Toronto

TASS (Toronto Area SAS Society) www.torsas.org
May 23, 2003




FSP (Federation of Security Professionals) Email: www.intiss.com\fsp
EACUG

Spring, 2003

CMG International

www.cmg.org
Dec 7-12, 2003, 

Dallas

CSAMUG (Canadian Software  Asset Management Users Group)

www.tam-inc.com\events.html
TBD, 2003, Toronto
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